
Review for the Final Exam
Material on the Exam

· The exam will begin with 3 warm-ups.

· You will need to interpret a quote using complete English sentences.

· The exam will cover:

· New material: Chapter 6 

· Old material: Chapters 1, 2, 3, 4, and 5.
· It is a closed book, closed note exam.

· In addition to the material covered in the class, you are responsible for all of the basic facts you have learned since kindergarten.  These include the facts that Barack Obama was the President of the United States of America, 
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, and that 1/0 is undefined.
· You must be able to answer warm up questions and paraphrase quotes.
Format

· It is a paper and pencil exam.
· You will need to show your work.
· You may use a graphing calculator (for the full exam).  
· However, you may not use a symbolic calculator (no inSpire or CX calculators).
· I may come around and check calculators to see what happens to be stored in their memory.
· You will have two hours for the exam, it will be around 12 questions including 2 proofs and 3-5 questions over new material.
· Boba Tea!
Ideas that may help with test prep …
· Review the most recent material first.  

· Make note cards for important formulas and definitions.  Set aside once known.

· Rework the old assessment questions (including from previous terms)
· Rework examples from the class group work and then homework questions (in this order).

· Practice like you will play: without notes and with the clock running

· Study with a friend to have more fun.

· Look to online resources such as YouTube and the Khan Academy to fill in holes.

· Show up at least five minutes early for the exam.

· If you want practice materials on material that you haven’t been tested on, consider looking at old tests from previous times I have taught Linear Algebra (you may find these listed on my website under “Previous Classes.”
Course Objectives: The student will

· Solve systems using Gauss-Jordan elimination.

· Identify and orthogonalize the basis of a vector space. <-- not assessed yet
· Apply matrix methods to model a data set using least squares regression. <-- untested
· Calculate and interpret the eigenvalues and eigenvectors of a matrix.

· Identify, create, and apply linear transformations using matrix methods.

· Construct a mathematical proof.
Notes on the sections (not necessarily exhaustive)
Regarding Proofs

· You can expect up to two theory/proof questions on the Final Exam.
· Prove/disprove that a transformation is a linear transformation
· Prove/disprove that a space is a subspace
· Explain the basic notation of a proof
· Given a previously studied proof, explain a step in words
· Question: Have you noticed a pattern in the T/F questions?
The 2015 Final Exam

· 10 pages

· Warm ups and quote (as usual)

· Twelve questions (some with many parts) including 1 proof and 3 over new material.
· Calculator allowed throughout.

· Some questions may ask you to show work (though you could check on the calculator).

The 2019 Final Exam

· 10 pages

· Warm ups and quote (as usual)

· Thirteen questions (some with many parts) including 1 proof and 2-4 over new material.

· Calculator allowed throughout.

· Some questions may ask you to show work (though you could check on the calculator).

· Multiple questions ask you to explain how/why/when.  These require a little more understanding than the crunchy questions, but aren’t full on proofs and/or recitations of definitions.  

· There were a few T/F questions that required an explanation along with T/F.

The Winter 2023 Final Exam

· 10 pages

· Warm ups and quote (as usual)

· Chapters 1-3: No questions entirely focused on these sections

· Theory/proof question: 3

· Chapter 4 (not theory/proof): 3

· Linear transformation: Mastered (4) and not mastered (15)

· Chapter 5: 3 (including one graphical question)

· Chapter 6: 2

· Least-squares: Mastered (10) and not mastered (9)

The Spring 2023 Final Exam

· 10 pages

· Warm ups and quote (as usual)

· Chapters 1-3: No questions entirely focused on these sections

· Theory/proof question: 0

· Chapter 4 (not theory/proof): 4

· Column space and null space question: Mastered (29) and not mastered (19)
· Chapter 5: 3 (including one graphical question)

· Graphical (like Project 1): Mastered (13) and not mastered (35)

· Chapter 6: 4

Common Pitfalls

· What is P2?

· To show a transformation is linear, you must begin with an arbitrary element.

· Practice finding the null space so you can find eigenvectors.  What happens if you have a column of zeros?
Notes on what we have learned
Lots of Basic Skills
· Matrix and vector vocabulary.

· Using Gauss-Jordan Elimination to solve systems of equations including interpreting the results.  You must be able to do this by hand for a system of three equations and three unknowns (without a calculator).
· Distinguish between RREF and REF.

· Understand the rank of a matrix and its impact.  

· Perform basic matrix algebra including addition, scalar multiplication, and matrix multiplication.  You should be able to prove properties of these operations.
· Linear combinations …

· If a system has an infinite number of solutions, you should be able to write the solution in vector form using free variables.

· The column space including notation, its properties, and methods for finding it.  

· You should be able to distinguish between a basis and the full subspace.  This comment also applies to the null space.
· The null space including notation, its properties, and methods for finding it.

· Hint: You should be able to find a basis for the column space and null space very quickly.

· Can you find the dimension of a subspace?

· Understand how to change coordinate systems including the notation.
· You should be comfortable with the ei notation for the standard basis vectors.

· You should be able to construct a transformation matrix by determining what the transformation does to the standard basis vectors.

· Calculate determinants including knowing how to use row ops to find the determinant. 
· Finding the matrix of a linear transformation and use this matrix to find the column space and null space.
Basic Concept stuff
· You need to know the definition of a subspace

· You need to understand linear independence/dependence and the various characterizations of linear independence.

· The properties of a basis are important.

· The vectors of a basis span the subspace and are also linearly independent.

· The rank-nullity theorem. 
· Understand linear transformations, the definitions, properties, and the relation between the function T and the matrix A.  You should be able to prove claims about linear transformations.

· What makes a matrix invertible?  
· How many equivalent statements to this could you name?
· Properties of the determinant.  

· Vector spaces and subspaces including examples
· Span, linear independence, bases, dimension, and coordinates for linear transformations.
· The basis of a linear space and of a subspace.

· Linear transformations, column space, null space, rank, and nullity.


Eigenstuff and Diagonalization
· Answer basic questions about diagonalization

· The characteristic polynomial and eigenvalues.
· The number of eigenvalues and their multiplicity.
· Eigenvalues of triangular and diagonal matrices.
· Eigenspaces and eigenbases
· The geometric interpretation of eigenvalues and eigenvectors.  
· (Eigenvalues are just scaled under a linear transformation)
· Be able to find complex eigenvalues (w/o a calculator) and eigenvectors.
· Understand and be able to diagonalize a matrix using an eigenbasis.

· Powers of diagonalizable matrices.

· Understand and be able to use complex eigenvalues to find a similar rotation-scaling matrix (2x2 case)

· Be able to work with dynamical systems with real and complex eigenvalues.
QR-Factorization and Least-Squares

· Orthonormal vectors and bases.

· Orthogonal projection including parallel and perpendicular components (and notation).

· The orthogonal complement and its properties.

· Know the Gram-Schmidt process and how to find the QR-Factorization.
· There are two ways to find R.  Either method is acceptable.

· Orthogonal transformations and matrices.

· Orthogonal transformations preserve angles. 

· Orthogonal transformations and the standard basis.

· Orthogonal matrices, their columns, and their transpose
· The matrix of an orthogonal projection.

· Matrices and the least squared solution.
Page 2 of 2

_1397448715.unknown

