1.2: Row Reduction & Echelon Forms
Math 220: Linear Algebra

Definition
A rectangular matrix is in echelon form {or row echelon formy) if it has the following three properties:

1. All nonzers rows are above any rows of all zeros.
2.Each leading entry of a row is in a column to the right of the leading entry of the row above it.
3. All entries in 8 column below a leading entry are zeros.

If 2 matrix in echelon form satisfies the following additional conditions, then it is in reduced echelon form (or
reduced row echelon form):

4, The leading entry in each nonzero row is 1.

5.Each leading 1 is the anly nonzero entry in its column,

The following matrices that we saw in section 1.1 are in

1 35 =2 1 00 5
01 4 -5 010 3
000 2 0 01 -1
A_c_‘ne.bu Sl'o)ﬂyu, redoces) achalor g‘v‘*’"“‘a
Ex 1: Here are matrices in 0 M % * * = % % % %]
B o« % =
G 00 B = =* % = % %
O W% %1 10 00 0M = % # «
o 00 o0 | >
0 00D O O M % » % #
Echelon Form 0 000 C 00 0 O GO O0MH &
1.0 = (D £ = 0 0 O % % 0 =]
' 000100 % %= 0 %
0 1 = =
uuﬂo,fﬂﬂ{)ﬂln**ose
Reduced Echelon Form 0000 000001 % » 0 =
- |00 000O0O0O0T1 %

Nonzero matrices can be row-reduced into many different matrices in Echelon form.
However, the Reduced Echelon Form of any matrix is unique — there is only one.
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1.2: Row Reduction & Echelon Forms

Thearem 1 Uniqueness of the Reduced Echelon Form
Each matrix is row equivalent to one and only one reduced echelon matrix.

Definition
A pivot position in a matrix 4 is a location in 4 that corresponds to a leading 1 in the reduced echelon form of 4. A
pivot column is a column of A that contains a pivot position.

Ex 2: Row reduce the matrix to echelon form, and locate the pivot columns.

=311 -18 =5 4 4

1 1 2 3 1 1]|2f«¢,a,
11 8 =1 0 0| Rs+ @ ry
1 2 -1 4 -5 5]¢,,n,e,

B ST B A S §
o & -1z 4 3 k2
6 2. -6 = ) Ul Rtz 2
e 3 -4 3 -5 ~-5&

EQ,‘_ - Lfﬂq ~7 ‘lt—,

&

o o © o [B] s

g o © = qi | Y R3 ~— Saq ~3 Rgf
/3 ! -8 -5 4

> (3 -1t ¢ Z 3

& & o o @ S

& & o o < &

,Pivo-t- colomps! ! , & 5

[.E;‘sz[: ~5,4,5
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1.2: Row Reduction & Echelon Forms

Ex 3: Use elementary row operations to transform the following matrix into echelon
form and then reduced echelon form.

Z) -4 3 —4 -11 28]-R~,= R,

-1 2 -1 2 5 -13|re+f =g,
0 0 -3 1 6 -10
3 =6 10 8 28 61 | 2@, 4 ey = Ry

o) -~ vt -2 -5 13
o & D:\ e - 2
@ o -3 ] 6 —io| "3 +3Rz =7 R,
L-o @ Eg -7 <13 2 KL‘—?KL'—QQH
rm -2 RS R i3
o ) GT (74 - 2z
o o c m 3 -~
L@ o o -~ '(j, g ILL,“' 1‘2.3 -—?&L’
-2 3
eclelor
form

) s
- | [
-

o o

&)—Kz"’f-/

sigc ©
\U

: =2 =5 132 Ry + 2R, #R,
o U o - z
o o { 3 -y
o o o o o

| B ERE—
Q% & -
§
VIR
“ - %
S =~ 9 g

3
o 2
2 o @ o >
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Ex 4:

Ex5

Forward Phase vs.

1.2: Row Reduction & Echelon Forms

Backward Phase

Solutions of Linear Systems

Looking at the reduced echelon form of the matrix from Ex 3, we can describe our
solution set to the corresponding system of equations to this augmented matrix.

1
0 0 [
0 0O
0 0O
Gerers
selufion

02 3] X, -y, + Xy =3
3 4 Xg.t"?x,/:'t‘l

0 0 O -

. - l‘-en ld'am
'xli‘—" 3+2X2_-—1X5— (7

¥ = Xy (Pged -—&u.—«r%’?‘agg C‘-ef‘r'e-‘fc:-w‘

Yo wlomps wfe a pjvet

X 3 . basic mﬁ;ab-lﬁ.s- Cérreslaan-w
= -9 - )(',, o  Colvrmas ,,._,/ Q F,;JVD*

The variables that are arbitrary, this text calls &,e, variables, and the others that
rely on those re o. variables or are fixed are called  Jaos i ¢ variables.

E¥4X Find the general solution of the linear system whose augmented matrix has

been reduced to

put fv (edveed echelvw forsm s

s & ol o v
170 -2 4 33 Xy =Xy +dxg=-3
om 3 -1 21 Xo % 3%, - %g =-3
00 0 02 - ‘
X = L
Xp; — 3 4 2-)‘43 - "‘}7'('«4 rxl‘{ r'“’; 2— r.“‘(
Gepera) X = =3 = 3 ¥g4 Xy X5 -3 -3 " (
selvh g Xz = ;"4.5 ($racl T I + %q, | + R o
Xy = Xy (e “|° : :
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1.2: Row Reduction & Echelon Forms

Thecrem 2 Existence and Uniqueness Theorem
Alinear system is consistent if and only if the rightmost column of the augmented matrix is not a pivat column—that
is, if and only if an echelon form of the augmented matrix has no row of the form

{0 .-« 0 3]  with b nonzero

if a linear system is consistent, then the solution set contains either (i) a unique solution, when there are no free
variables, or (i} infinitely many solutions, when there is at lsast one free variable.

EX 6 ¥KeSX Determine the existence and uniqueness of the linear systems represented by
the augmented matrices that we’ve seen over the last two sections.

a) (1.1, #4)
1 00 5 CoV S Stant
010 3 w|a 'UV’[&}/’VC
001 -1 soluvh or

b) (1.1, #5)
1 35 =2 VM o P ST Stz ot
01 4 =5 W PO soluvhon
000 2

K o=

c)
10 5 200 corsistesr
01 3100 wjoar ivBuire
000 011 wvrlier of colurong
00 0 00 0]
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1.2: Row Reduction & Echelon Forms

Using Row Reduction to Solve a Linear System
1. Write the augmented matrix of the system.

2. Usa the row reduction algorithm to obtain an equivalent augmented matrix in echelon form. Decide whether the
gystem is consistent. [Fthere is no solution, stop; otherwise, Qo to the next step.

3. Continue row reduction to obtain the reduced echelon form.
4, Write the system of equations corresponding to the matrix obtained in step 3.

5. Rewrite each nonzero equation from step 4 so that its one basic variable is expressed in terms of any free
variables appearing in the equatian.
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