Math 220
6.5&6: Least Squares and Applications
Questions for flipped class
Important terms

To find a least-squares solution, row reduce:








Least-squares linear algebra style

To find least-squares solutions, construct A matrices and the b vector: 


(1.) Find the equation  of the least-squares line that best fits the data points.  







(2.) Find the quadratic regression equation  of the least-squares line that best fits the data points.  .






(3.) A certain experiment produces the data (1, 7.9), (2, 5.4), (3, -0.9).  Describe the model that produces a least-squares fit of these points by a function of the form .






Munchings and crunchings
(6.5.1) 
[image: ]
[image: ]


(6.5.2) 
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Boil em, mash em, stick em in a stew
(6.5.3)
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(6.6.2)
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The tragic moment when you come face to face with your final linear algebra True/False questions
(6.5.6)
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(6.6.1) 
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(solutions from the three practice questions)
[image: A paper with equations and equations
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(6.5.1 solution)
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(6.5.2 solution)
[image: ]
(6.5.3 solution)
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(6.6.1 solution)
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(6.6.2 solution)
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(6.5.6 solution)
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image6.png
describe all least-squares solutions of the
equation Ax
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use the factorization A = QR to find the
least-squares solution of AX = b.
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describe all least-squares solutions of the
equation Ax = b.
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16. Suppose radioactive substances A and B have decay constants.
of .02 and 07, respectively. If a mixture of these two sub-
stances at time 1 = 0 contains M grams of A and My grams
of B then a model for the total amount y of the mixture
present at time ! is

¥ = Mye=% 4 Mpe=0" ©

Suppose the initial amounts My and My are unknown, but a

scientist s able to measure the total amounts present at several

times and records the following points (1, y;): (10,21.34),

(11,20.68), (12,20.05), (14, 18.87), and (15, 18.30).

a. Describe a linear model that can be used to estimate My
and M.

b. Find the least-squares curve based on (6).
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18.

19.

21

22.

23.

(T/F) If b is in the column space of A, then every solution of
Ax = bis a least-squares solution.

(T/F) A least-squares solution of Ax = b is a vector & that
satisfies AX = b, where b is the orthogonal projection of b
onto Col A.

(T/F) A least-+ N
that |[b— Ax|| < b — A% for all x in B"

a vector & such

(T/F) Any solution of A7 Ax = A b is a least-squares solu-
tion of Ax = b.

(T/F) If the columns of A are lincarly independent, then the
equation Ax = b has exactly one least-squares solution.

(T/F) The least-squares solution of Ax = b is the point in the
colum space of A closest to b.

(T/F) A least-squares solution of Ax = b is a list of weights
that, when applied to the columns of A, produces the orthog-
onal projection of b onto Col A.

(T/F) The normal equations always provide a reliable method
for computing least-squares solutions.

(T/F) If A has a QR factorization, say A = QR, then the best
way to find the least-squares solution of Ax = bisto compute
x=R'Q"b.
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find the equation y = fio + fix of the least-
squares line that best fits the given data point
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4. (2.3).(3.2).(5.1).(6.0)
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Least-squares linear algebra style

“To find least-squares solutions, construct A matrices and the b vector:

(1) Find the equation y = /3 + /3, of the lcast-squares line that best fits the data points.
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12. (@) Because the columns a,
find b, the orthogonal projection o b onto Col A:

s and 3, of A are orthogonal, the method of Example 4 may be used to
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16. The least squaressoluton satisies RS =0'h, Since.
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6. To find the least squares solutions to Ax = b, compute and row reduce the augmented matrix for the
system A7 Ax=ATh:
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4. The design matrix X an the observation vector y are
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10. . The mode that produces the corect least squaresfit i y = Xf + €, wheee
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18.

19.

21

22.

23.

(T/F) If b is in the column space of A, then every solution of
Ax = bis a least-squares solution.  True

(T/F) A least-squares solution of AX = b is a vector & that
satisfies A% = b, where b is the orthogonal projection of b
onto Col A, Trye

(T/F) A least-squares solution of Ax = b is a vector & such
that [lb— Ax|| < b — %] forall xin R”. False, x and x hat are reversed

(T/F) Any solution of A7 Ax = AT b is a least-squares solu-
tion of AX =b. True, thm 13

(T/F) If the columns of A are lincarly independent, then the
equation Ax = b has exactly one least-squares solution.  True

(T/F) The least-squares solution of Ax = b is the point in the
column space of A closestto b. False, Ax hat is closest

(T/F) A least-squares solution of Ax = b is a list of weights
that, when applied to the columns of 4, produces the orthog-
onal projection of b onto Col 4. Tyge

(T/F) The normal equations always provide a reliable method

for computing least-squares solutions. False - illconditioned examples where small

errors lead to big problems. Example 4
(T/F)If A has a QR factorization, say A = QR, then the best

way to find the least-squares solution of Ax = bisto compute

%=R"'Q"b. . . . . .
" False - R inverse is computationally intensive fo calculate
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