Math 220
5.3: Diagonalization
Questions for flipped class
Important terms

Similar matrices:




Diagonalizable matrices: 





Diagonalization is for Everyone!
(5.3.1) 
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(5.3.2) 


Diagonalize the matrix below given that one eigenvalue is  and one eigenvector is 
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Don’t miss the main point in all the munchings and crunchings: if A can be diagonalized, that means that A and D are the same transformation, but with respect to different bases.
(5.3.3)
Diagonalize (if possible), the matrix below
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(5.3.4)
Diagonalize (if possible), the matrix below
[image: ]

(5.3.5)  
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Diagonalization Theorem is 100% Vitamin D
(5.3.6)
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Similar matrices:

[image: ]

Diagonalizable matrices: 
[image: ]
Notice that the ith column of P is the eigenvector whose corresponding eigenvalue is in the ith column of D.
(5.3.1 solution)
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(5.3.2 solution)
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(5.3.3 solution)
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(5.3.4 solution)
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(5.3.5 solution)
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(5.3.6 solution)
[image: ]
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29. Aisa5x5 matrix with two cigenvalues. One cigenspace
is three-dimensional, and the other eigenspace
dimensional. Ts A diagonalizable? Why?

30. Aisa3x 3 matrix with two eigenvalues. Each eigenspace is
one-dimensional. Is A diagonalizable? Why?
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A, P, and D are n x n matrices. Mark each
statement True or False (T/F). Justify each answer. (Study Theo-
rems 5 and 6 and the examples in this section carefully before you
try these excreises.)

21

22.

2s.

27.

(T/F) Ais diagonalizable if A = PDP~" for some matrix D
and some invertible matrix P.

(T/F) If R” has a basis of eigenvectors of A, then A is
diagonalizable.

(T/F) A is diagonalizable if and only if A has n eigenvalues,
counting multiplicities.

(T/F) If A'is diagonalizable, then A is invertible.
(T/F) A is diagonalizable if A has n eigenvectors.

(T/F) If A is diagonalizable, then A has n distinct
cigenvalues.

(T/F) If AP = PD, with D diagonal, then the nonzero
columns of P must be eigenvectors of A.

(T/F)If A'is invertible, then A is diagonalizable.
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Two X7 matrices A and B are considered ___ 572" lac_ ifthere is an invertible
matrix P such that

AP o A= Pre O .
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A square matrix is said to be Q agora ‘e ke, if Ais similar to a

diagonal matrix.
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6. As in Exrcise S, inspection of the factorization gives:
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According to the Diagonalization Theorem, both answers are correct,





image14.png
10. To find the eigenvalues of A, compute its characteristic polynomial:
2-x 3
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20. Since A is triangular, its cigenvalues are obviously 4 and 2.
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where the cigenvalues in D correspond (o ¥, v, and v, respectively.

Then set D
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23. 4 s diagonalizable because you know tht five inearly independent cigenvectors exist: three in he.
three-dimensional igenspace and two n the two-dimensional eigenspace, Theorem 7 guarantces hat the
st ofall five eigenvectors islincarly independent.

24. No. by Theorem 7(0). Here i an explanation that does not appealto Theorem 7: Let v, and v be
cigenectors tha span the two onc-dimensionaleigenspaces, I v is any other eigenvector, then i belongs
1o one of the eigenspaces and hence is a multple o ithe v, or v;. So there cannot exist three fincarly
independent cigenvectors. By the Diagonalization Theorem, 4 cannot be diagonalizabl.
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A, P, and D are n x n matrices. Mark each
statement True or False (T/F). Justify each answer. (Study Theo-
rems 5 and 6 and the examples in this section carefully before you
try these excreises.)
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(T/F) If A is invertible, then A is diagonalizable. p
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the matrix A is factored in the form PDP™
Use the Diagonalization Theorem to find the eigenvalues of A and
a basis for each eigenspace.
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