**Power Series, part 3**

* **Taylor Series and Approximations**

We are learning about power series. We have done this in two steps:

* We learned to find power series.
* We found where those series were convergent.

This second point and the interval of convergence provides us a clue toward our next step.

**Example 1**: Review two power series for 



Notice that one function may have more than one power series representation. These series have different intervals of convergence. Of particular note, the center of the intervals of convergence are different.

|  |
| --- |
| **Historical Note**: One of the most innovative aspects of Cauchy’s [limit focused] program of rigor was his rejection of divergent series. These had been widely used in the eighteenth century, before Cauchy declared that they were unacceptably ill-defined, and produced ambiguous or even erroneous results. Picking up on this point in several papers of the early 1830s, Poisson tried to come to a clearer understanding of these series and the boundaries of their legitimacy. In his 1844 paper ‘‘On Divergent Series and Various Points of Analysis Connected with Them,’’ De Morgan blasted not only Poisson’s ideas and Cauchy’s definition of the integral on which they were based, but the whole preoccupation with certainty which valorized the search for rigor. ‘‘Divergent series, at the time Poisson wrote, had been nearly universally adopted for more than a century, and it was only here and there that a difficulty occurred in using them,’’ he fumed. The knowledgeable mathematician, De Morgan pointed out, could easily detect and correct such problems when they arose. To artificially control their use just in order to guarantee rigorous exactitude was at best unnecessary and ridiculous. At worst it could stand in the way of deeper understanding of the truth embodied in these series, which was as yet still poorly comprehended. As De Morgan wrote: “We must admit that many series are such as we cannot at present safely use, except as means of discovery, the results of which are to be subsequently verified. But to say that what we cannot use no others ever can, to refuse that faith in the future prospects of algebra which has already realized so brilliant a harvest . . . seems to me a departure from all rules of prudence.” For De Morgan, to draw back from poorly defined or understood mathematical conclusions was a grievous error.[[1]](#footnote-1) |

This is not the first time we have generated a power series with a known center point. In particular, the Maclaurin Series formula generates series centered at . This formula (and the accompanying derivation) can be modified to generate series centered at .

Definition: If *f* has a power series representation (expansion) at , that is if  when , then its coefficients are given by the formula . We call the series above a Taylor Series.



**Example 2**: Find the Taylor Series for  centered at 

**Example 3**: Find the Taylor Series for  centered at 

**Example 2 revisited**: Answer the following for 

1. Find the Taylor polynomials  centered at .

|  |  |
| --- | --- |
|  | Interesting math side note on how to write the product of evens or odds. Here are a couple of little examples:Evens: the odds are a little more difficultOdds:  |

1. Use  to approximate  and . Then compare these approximations to the calculator value and list the errors. Note that absolute error is the difference between function value and the value that the Taylor Polynomial provides us.

There is a problem. Taylor Polynomials (and Power Series) allow us to generate approximate values. However, these are *estimates*. How close are the approximate values to the actual values? In order to find the error, we would need to know the exact value but if we knew the exact values we would not need an estimate in the first place.

We need a way to find the error that does not require that we know the exact value. Or, to be more precise, we need a way to bound the error.

This requires that we build up more notation.

Definition: Let  have continuous derivatives up to on an open interval *I* containing . For all  in *I*,  where  is the *n*th-degree Taylor Polynomialfor  centered at  and  is the remainder.

To be clear: 

**Example 2 revisited**: Find  for the 3rd degree Taylor Polynomial of  centered at .

Notice: Finding  requires knowing the exact value of . In this case we can use our calculator to evaluate , but what if we didn’t have that ability?

**The Remainder Estimation Theorem**: Suppose there exists a number  such that  for all *x* in the interval . The remainder of the *n*th-degree Taylor Polynomialfor  centered at  satisfies: 

**Example 2 revisited**: Bound the error in  on the interval  and find the upper bound (max) error in your estimates for and .

**Example 3**: Determine the number of terms of the Maclaurin Series for  that should be used to estimate  to within 0.00001.

**Bonus Questions**

**Example 4**: Find the first three non-zero terms in the Maclaurin series for .

**Example 5**: Find the Taylor series for  centered at . Graph *f* and  together.

Question: Why would it be beneficial to center the series at ?

**Example 6**: Approximate  to within 0.001. This requires using a different (and easier) error bounding technique whereby the .
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