Math 220
6.2: Orthogonal Sets
Questions for flipped class
Important terms

Basis vs orthogonal basis vs orthonormal basis:




Matrix with orthonormal columns vs and orthogonal matrix.





Baby Mode
(6.2.1) 




Show that is an orthogonal basis for .  Then express  as a linear combination of the 
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(6.2.2) 
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(6.2.3)
[image: ]



Community college material

(6.2.4)
[image: ]


(6.2.5)  
There are two sets of vectors below (line 1 and line 2).  Determine which sets of vectors are orthonormal.  If a set is only orthogonal, normalize the vectors to produce an orthonormal set.
[image: ]



Ready for university!
 (6.2.6)
[image: ]




Important terms

Basis vs orthogonal basis vs orthonormal basis:
	Basis
	Orthogonal Basis
	Orthonormal Basis

	Linearly independent
	Linearly independent
	Linearly independent

	Spans
	Spans
	Spans

	
	Vectors are all orthogonal
	Vectors are all orthogonal

	
	
	Unit vectors



Orthogonal projection: 



An orthogonal matrix U is a square matrix where U inverse = U transpose




 (6.2.1 solution)
[image: ]
(6.2.2 solution)
[image: ]
(6.2.3 solution)
[image: ]  <------ Issue with this solution
(6.2.4 solution)
[image: ]

(6.2.5 solution)
[image: ]


(6.2.6 solution)
[image: ]
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12. Compute the orthogonal projection of [7'

1] onto the line

through [ H

]aluhh:mi n.
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4. Lety = [:] andu= [7].Wrimyaslhc sum of a vector

in Span {u} and a vector orthogonal (o u.
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16. Lety = [’H andu = [;].Cnmpulc the distance from y

1o the line through u and the origin.
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27.

29.

31

3.

(T/F) Not every orthogonal set in R" is lincarly independent.

(T/F) If y is a lincar combination of nonzero vectors from an
orthogonal set, then the weights in the linear combination can
be computed without row operations on a matrix.

(T/F) 1f a set S =1{u.....u,} has the property that
u; -u; =0 wheneveri # j, then S is an orthonormal set.

(T/F) If the vectors in an orthogonal set of nonzero vectors
are normalized, then some of the new vectors may not be
orthogonal.

(T/F) If the columns of an m x n matrix A are orthonormal,
then the linear mapping x - Ax preserves lengths.

(T/F) A matrix with orthonormal columns is an orthogonal
matrix.

(T/F) The orthogonal projection of y onto v s the same as the
orthogonal projection of y onto cv whenever ¢ # 0.

(T/F) If L is a line through 0 and if § is the orthogonal
projection of y onto L, then [[§] gives the distance from y
L.

(T/F) An orthogonal matrix is invertible.
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14, The onthogonal projection of y onto uis

§-2- 2[4
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16. The distance from y to the line through  and the origin is by  § |l One computes that
&
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32.

(T/F) Not every orthogonal set in R" is linearly independent.

(T/F) If y is a linear combination of nonzero vectors from an
orthogonal set, then the weights in the linear combination can
be computed without row operations on a matrix.

(T/F) If a set S ={u...., u,} has the property that
u; -u; = 0 whenever i # j, then S is an orthonormal set.

(T/F) If the vectors in an orthogonal set of nonzero vectors
are normalized, then some of the new vectors may not be
orthogonal.

(T/F) If the columns of an m x n matrix A are orthonormal,
then the linear mapping x > Ax preserves lengths.

(T/F) A matrix with orthonormal columns is an orthogonal
matrix.  True

(T/F) The orthogonal projection of y onto v is the same as the
orthogonal projection of y onto ¢v whenever ¢ # 0.

(T/F) If L is a line through 0 and if ¥ is the orthogonal
projection of y onto L, then ||y|| gives the distance from y
L.

(T/F) An orthogonal matrix is invertible. True /2

True: The set may include the zero vector.

True: cl=x.v1

False, the vectors
must be unit vecs too

False, normalizing vectors
does not change their
direction.

True

True

F - dist is mag of
v-vyhat
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Anm xn matrix U has omoZomal columns if and only if UTU I
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An or»—hogwa MaAtn v is a square invertible matrix U
such that U~ =U7 . By theorem 6, it has orthonormal columns.
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