Math 220
2.3: Characteristics of Invertible Matrices 
Questions for flipped class
Important terms

Invertible




Singular






Thinking about invertible matrices

(2.3.1) Can you answer the following questions without a calculator in 8 minutes or less?
Determine which of these matrices are invertible using as few calculations as possible.
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It’s all about the invertible matrix theorem.

(2.3.2) 
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 (2.3.3)
An m x n upper triangular matrix is one whose entries below the main diagonal are 0’s.  When is a square upper triangular matrix invertible?  Justify your answer.



(2.3.4)
[image: ]


(2.3.5)  
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Have we mentioned the Invertible matrix theorem?
(2.3.6)
Assume matrices are n x n unless otherwise specified.
[image: ]
(2.3.7)
The Invertible Matrix Theorem essentially divides the set of all n x n matrices into two disjoint sets.
	Invertible (A has an inverse)
	Not invertible (A does not have an inverse)

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



(2.3.1 solution)[image: ]
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(2.3.2 solution)
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(2.3.3 solution)
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(2.3.4 solution)
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(2.3.5 solution)
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 (2.3.6 solution)
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1. The columns of the matrix [ : 6] are not maultiples, so they arc lincarly independent. By

(e) in the IMT, the matrix is invertible. Also, the matrix is invertible by Theorem 4 in
Section 2.2 because the determinant is nonzero.
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] Not invertible, detemminant
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3. Invertible, by the IMT. The matrix row reduces to

5 0 0
0 =7 0 |andhas3 pivot positions.
0o 0 =1
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5. Not invertible, by the IMT. The matrix row reduces to

Mo 2
0 3 =5 |andis not row equivalent to /3.
00 o
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25. If A is invertible, so is A", by Theorem 6 in Section 2.2.
By () of the IMT applied to A", the columns of A~ are
linearly independent.
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21. A square upper triangular matrix is invertible if and only if
all the entries on the diagonal are nonzero. Why?
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31. Statement (b) of the IMT is false for K, so statements (¢)
and (h) are also false. That is, the columns of K are linearly
dependent and the columns do not span R”.
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35. Let 7 be the inverse of AB. Then 4BWV'=1 and A(BI¥) = 1. This equation, by itself, does not
prove that A is invertible, However. since A is square, the IMT does apply and by statement
(K). 4 is invertible.

Of course, in this exercise set there is an overall assumption that matrices in this seetion
are square unless otherwise stated. So, with that given, you do not really have to mention
here that 4 is square. However, I put that question “Why not?” in the answer to make you
think about this. Look back at Excrcise 48 in Scction 2.2. There, 4D =, which certainly
makes AD invertible, yet A is not invertible.
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11. See statements (d) and (b) of the IMT.
13. Sce statements (h) and (c).

15. See statement (g).

17. Sce statements (d) and (c).
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The Invertible Matrix Theorem essentially divides the set of all nxn matrices into

two disjoint classes:
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25. If A is invertible, then the columns of A~' are linearly
independent. Explain why.
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31 Ifan n x n matrix K cannot be row reduced to /. what can
you say about the columns of K? Why?
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35. Show thatif AB is invertible, so s A. You cannot use Theorem
6(b), because you cannot assume that A and B are invertible.
[Hint: There is a matrix W such that ABW = I. Why?]
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(T/F) If the equation Ax = 0 has only the trivial solution, then
Ais row equivalent to the n %  identity matrix.

(T/F) If there is an 7 x n matrix D such that AD
there is also an n x n matrix C such that CA = /.

1, then

(T/F) If the columns of A span R”, then the columns are
linearly independent.

(T/F) If the columns of A are linearly independent, then the
columns of A span R"

(T/F) If A i an n x n matrix, then the equation Ax = b has
at least one solution for each b in R”.

(T/F)If the equation Ax
bin R”, then the solution

has atleast one solution for each
s unique for each b.

(T/F) If the equation Ax = 0 has a nontrivial solution, then A
has fewer than  pivot positions.




