4.3: Linearly Independent Sets; Bases
Math 220: Linear Algebra

Recall the previous definitions of Linearly Independent and Linearly Dependent. We
are now going to think in terms of a Vector Space V, rather than just R™.

Definition
An indexed set of vectors {vy,...,Vp} in R¢Vis said to be linearly
independent if the vector equation

X1Vy+ZaVe +---+2pvp, =0

has only the trivial sclution. The set {vl, ET ,vp} is said to be linearly
dependent if there exist weights ¢, . .., ¢, notall zero, such that

cvi+ v+ + vy =0

And recall that

Theorem 4
An indexed set {v1,...,V,} of two or more vectors, with v, 5% 0, is
linearly dependent if and only if some v; (with 7 > 1) is a linear combination
of the preceding vectors, vy,...,V,_1.

Hie ansily sohed bty % éé';;«)qi—v‘zaﬂ"
If a vector space is not iy R” with agegy 4x =0, then we need Theorem 4 to
show a linear dependence relation to prove linear dependence.

Ex 1: Discuss the linear dependence or independence of the following sets on C[O,l},

the space of all continuous functions on 0<¢<1.

{sint,cost} {sintcost,sinZt}

cosle) = asir (&> $im 2 o O ST coslE
Hiis is mod  druwe Sor
all € &0o7T so0 iy trwe whar o, =7,
Qve,‘ (S ) Qg \7’;.224#‘(12, S0 s fﬂéﬂwﬁ@.ﬁ oM’
iV depevdech 5t» (2:6) come. jiVeony
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4.3: Linearly Independent Sets; Bases

Definition
Let H be a subspace of a vector space V. An indexed set of vectors B = {ba,...,bp}
in Vis a basis for H if

(i) B is a linearly independent set, and
(i) the subspace spanned by B coincides with H, that is,

H = Span{bi,...,bs}

Pxr
Ex 2: What can we say about an invertible matrix A?

A
W) oais of A are Live Twd
»J
(7Y oY of A spam IR >
© o polomms of A -an o basis fore B,
The columns of the identity matrix, €,,€,,...€, is called the
Shor dand basi s for R”. /S e, 2

s

X i

Ex 3: Determine whether {Vl,vz,v3} forms a basis for R3.

2 1 3 “This s ot
V= j Vo = _; V3= 02 » bersig
L Voo Mz
rre k[“\}/; V., ?/3]3 ~ o %
} 1 [ o o 4
A

Sres. varjable
50 Mo+ b r)é&fiz 4
1w bl por der £ig,
Vyz £V #2Y,
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4.3: Linearly Independent Sets; Bases
a > 9 2.
Do {vaz} formabasisfor R2? P ©; 917 ee V) WV, 4 .

Ex4: LetS= {1, ..,t"}. Verfythat Sis a basis for Pn. This basis is called the

standard basis for P.
) ayd 4+ ar a,ﬁf—hﬂu apt”’; a fer a) =
2 MpTQyF LT KO

@y S c‘mrﬁd Spaws '
S S s a basir Sn £

A basis is an “efficient” spanning set because it contains no unnecessary vectors.

Ex 5: Let H:Span{vl,vz,v3} as in Ex 3. Show that Span{vl,vz,VS} :Span{vl,vz}

e alreﬂdwa showed dhot 2 1 3
S_ 1T . v,=|4|,v,=|-1|,v,=| 0
V3= V7 Ve 4 ) -2

-

= We Spav iV,

; p 5(’01,'-/ ;_:'\7,_;:/1 , 63.73 = s’loqu {\71‘ 6733

Theorem 5 The Spanning Set Theorem
Let S = {v1,...,vp} beasetinV, andlet H=Span {v1,...,Vp}.

a. If one of the vectors in S—say, v —is a linear combination of the remaining vectors
in S, then the set formed from S by removing vy, still spans H.

b. If H # {0}, some subset of Sis a basis for H.

Proof:
See MaXYy P&g&-
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4.3: Linearly Independent Sets; Bases

We already know how to find a basis for the Nul A, as we saw that the row reduced
system that describes the solutions of Nul A, is already linearly independent.

However, finding a basis for Col A that doesn’t have unneeded vectors is our next step.

Ex 6: Find a Basis for Col B where

@&—30 4 |
) | o4 0 -5
B_[b1 b, hq- _b4 bS}_O 0 0 -2

00 00 0

hasts $or ColB = L8, ;.Ez.;""i‘;%

- |
op exewde Ly awd by bacavse by = - 3B, —qyﬁi)

3
apd Lg = %El - 5_?.} —-’7_:5‘_,

Ex 7: Find a Basis for Col A where, A reduces to the matrix B in the previous example.

iz | \ —-3
2, < Iﬁ J

(1 8 3 8 2] 1

|0 4@ ! bosls fon co) K = )

=132 1 8 -6 e ¢ 1k
2 36 1 9 S

Since Ax =0 and the reduced echelon form Bx =0 have the exact same solution sets,
then their columns have the exact same dependence relationships. Let’s check.

i & -3

o | . i - -4

- 27 ‘-3 Li 7.-3‘ )
I} ;....3.\ k
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4.3: Linearly Independent Sets; Bases

WARNING:
You must use the original pivot columns of A. Why doesn’t C01A=Span{b1,b2,b4}? :
vs which celvmag

Qivor oivmls = )]
o vse From A to

Theorem 6
The pivot columns of a mgt:rix A form a basis for Col A. make. o

i & g ) . :) ? .13 bagig
Sf’a%[g}.{gy |ypen A= oper |50 ] FP RS

A Basis is basically the smallest spanning set possible. Remove any vectors from it, and
the set is no longer spanned, add any vectors to it, and it becomes linearly dependent.

1 2 11 [2 4 7
0 o I 0:|3]|,|5{,]8
0 0 ol [o] |e] Lo
Linearly independent A basis Spans B3 but is
but does not span R3 for 3 linearly dependent
AN ' A
| } {
Too Few B wovigl 1 Teo Maviyy.
o S PV
A s o, Teod,
Practice Problems Anaiigles
1 —2
f.tetvyi= | —2] andveg=| 7|. Determineif {v1,v2} isa basis for R®.
3 -9

Is {v1,va} a basis for R%?

20{7;,7?1,} are L, T, b+ do w~oF sp o,
“Thv s ﬁ—he,j are. wob a basic

for R

- - A" 5 . o~ 2
\/g Jvm 4@7/ Go QM}J’}' o Lasis ‘Sj%f ﬁZ. .
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4.3: Linearly Independent Sets; Bases

1 6 2 |
2. letvy = | -3|,va= 2| ,v3=|—-2]|,and vy = Find a
4 -1 3
basis for the subspace W spanned by {v1,v2,v3,V4}.
N b 2 -4 () o Ys 7
2, 1 . i A~ ] - ]
prefc]=3 > - "By ~ o Gy Vs
b S 3 94 e o o @
A ' A 1
4 £ 1 <
[ A
Basis for W= { 21,1215
H -
1 0 ([ s
3.letvi=|0|,vo=]1|,andH =4 |s| :sinK . Thenevery vector
0 0 L LO
in His a linear combination of v; and vy because
s 17 0
s| =80 +28|1
0] 0

Is {v1,v2} abasis for H?

po '\7”31 & H, (Too much E :‘Na)vci?ﬂ’
j v 5?“" Y ,'Vz.sse

Page 6 of 6



