On the Solutions of Linear Systems; Matrix Aigebra.

In this final section of Chapter 1, we will discuss two rather unrelated topics:

e First, we will examine how many solutions a system of linear equations can
possibly have.

¢ Then, we will present some definitions and rules of matrix algebra.

The Mumber of Solutions of a Linear System

EXAMPLE | The reduced row-echelon forms of the augmented matrices of three systems are
given. How many solutions are there in each case?
ég?gg 1 2 0}1 1 0 0}1
a0 0 ol b. 10 0 12 e [0 1 012
0 0 010 0 0 0;0 0 0 1:3
Solution

a. The third row represents the equation 0 = 1, so that there are no sofutions.
We say that this svstem is inconsistent.

b. The given avgmented matrix represents the system

ixz +2x =

1 'XImi-—ZXQ
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x3=12 t
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We can assign an arbitrary value, ¢, to the free variable xz, so that the system
has infinitely many solutions,

X3 1 — 2t
x| = f . where t is an arbitrary constant,
X3 2

¢. Here there are no free variables, so that we have only one solution, x; = 1,
xg =2, x3 = 3. &

We can generalize our findings:'®

Theorem 1.3.1 Number of solutions of a linear system

A system of equations is said to be consisrent if there is at least one solution; it is
inconsistent if there are no solutions.

A linear system is inconsistent if (and only if) the reduced row-echelon form
of its augmented matrix contains the row [0 0 .. 0| 1], representing the
equation 0 = L.

If a linear system is consistent, then it has either

« infinitely many solutions (if there is at least one free variable), or
» exactly one solution (if all the variables are leading). ]

Srarting in this section, we will number the definitions we give and the theorems we derive. The nth
theorem stated in Section p.q is labeled as Theorem p.g.n.



Beﬁnition f.2.2

EXAMPLE 2

EXAMPLE 3

EXAMPLE 4

Example ! illustrates what the number of leading 1's in the echelon form tells
us about the number of solutions of a linear system. This observation motivates the
following definition:

The rank of a matrix'’
The rank of a matrix A is the number of leading 1’s in rref(A4)

12 3 1 2 3 ® 0 -1
rank |4 5 6| =2 sincerref {4 5 6{=|0 I 2 i
7 8 9 7 8 9 0 0 0

Note that we have defined the rank of a matrix rather than the rank of a linear
systeim. When relating the concept of rank to a linear system, we must be careful
to specify whether we consider the coefficient matrix or the avgmented matrix of
the system.

Consider a system of n linear equations in m variables; its coefficient matrix A has
the size n X m. Show that _ _
a. The inequalities rank(A) < »n and rank(A) < m hold.
b. If rank(A) = r, then the system is consistent.
¢. Ifrank{A) = m, then the system has at most one solution.
d. If rank(A) < m, then the system has cither infinitely many sclutions, or
none.

To get a sense for the significance of these claims, take another look at Exampie 1.

Solution

a. By definition of the reduced row-echelon form, there is at most one leading
1 in each of the n rows and in each of the m columns of rref(A).

b. If rank{A) = n, then there is a leading 1 in each row of rref(A). This
implies that the echelon form of the augmented matrix cannot contain the
row [0 O --- 0| 1]. This system is consistent.

¢. For parts ¢ and d, it is worth noting that

( number of ) _ <totai number) ( number of
- RN

free variables of variables eading variabies) = m —rank(4).

If rank{A)} = m, then there are no free variables. Either the system 1s incon-
sistent or it has a unique solution (by Theorem 1.3.1).

d. If rank(A) < m, then there are free variables (m — rank A of them, to be
precise). Therefore, either the system is inconsistent or it has infinitely many
solutions (by Theorem 1.3.1). ‘ B

Consider a linear sysiem with fewer equations than variables. How many solutions
could this system have?

Solution
Suppose there are n equations and m variables; we are told that n < m. Let A
be the coefficient matrix of the system, of size n x m. By Example 3a, we have

""This is a preliminary, rather technical definition. In Chapter 3, we will gain a better concepiual
understanding of the rank.



Theorem 1.3.3

EXAMPLE &

Theorem {.3.4

rank(A) < n < m, so that rank(A) < m. There are free variables (m — rank A
of them), so that the system will have infinitely many solutions or no solutions
at all. B

Systems with fewer equations than variables

A linear system with fewer equations than unknowns has either no solutions or
infinitely many solutions.

To put it differently, if a linear system has a unique solution, then there must be
at least as many equations as there are unknowns. B

To illustrate this fact, consider two linear equations in three variables, with each
equation defining a plane. Two different planes in space either intersect in a line or
are parallel (see Figure 1}, but they will never infersect at 4 point! This means that a
system of two linear equations with three unknowns cannot have a upique sofution.

(a) (b)

Figura 1 (a) Two planes intersect in a line. (b) Two parallel planes.

Consider a linear system of n equations in n variables. When does this system have
a unique solution? Give your answer in terms of the rank of the coefficient matrix A,

Solution

If rank(A) < n, then there will be free variables {(n — rank A of them), so that
the system has either no solutions or infinitely many solutions (see Example 3d).
If rank(A) = n, then there are no free variables, so that there cannot be infinitely
many solutions (see Example 3c). Furthermore, there must be a leading 1 in every
row of rref{ A), so that the system is consistent (see Example 3b). We conclude that
the system must have a unique solution in this case. &

Systems of n equations in n variables

A linear system of n equations in n variables has a unique solution if (and only if)
the rank of its coefficient matrix A is ». In this case,

160 -+ 0
1 0

ref(A) == 601 .- 0]
000 - 1]

the 7 > n matrix with 1’s along the diagonal and {'s everywhere else.



Definition [.2.3

EXAMPLE 6

EXAMPLE Y

Definition 1.3.6

EXAMPLE S

Matrix Algebra
We will now introduce some basic definitions and rules of matrix algebra, Our
presentation will be somewhat lacking in motivation at first, but it will be good to
have these tools available when we need them in Chapter 2.

Sums and scalar multiples of matrices are defined entry by entry, as for vectors
(see Definition A.1 in the Appendix).

Sums of matrices
The sum of two matrices of the same size is defined entry by entry:

Ay - Gim bit ... b ay Fbyy . Auy by
e o s : :
Gnl ... Cum bui ... bum nt + b1 oL G A bam

Scalar Multiples of Matrices
The product of a scalar with a matrix is defined entry by entry:

ay ... Ay —ka“ ica;m
k- s
tnl ... dum Lkan ... kogm
1 2 3 7 3 1 8 5 4
[4 5 6}%"{5 3 —1}“{9 § 5] e
2 i 6 3
31—1 3}“‘“[—3 9] =

The definition of the product of matrices is less straightforward; we will give
the general definition only in Section 2.3.

Because vectors are special matrices (with only one row or only one column),
it makes sense to start with a discussion of products of vectors, The reader may be
familiar with the dot produet of vectors.

Dot product of vectors

‘Consider two vectors U and w with components vy, ..., v, and Wy, ..., Wy, respec-

tively. Here ¢ and & may be column or row vectors, and they need not be of the
same type. The dot product of ¥ and w is defined to be the scalar

V- =viws -+ -+ v,

Note that our definition of the dot product isn’t row-column-sensitive. The dot
product does not distinguish between row and column vectors.

3
o2 3}[1}:1.%2-1%-2:11 | ®
2

Now we are ready to define the product AX, where A is a matrix and ¥ is a
vector, in terms of the dot product.



Definition 1.3.7 The product AX

If Ais an n x m matrix with row vectors w,, ..., w,, and X is a vector in R™, then
AX = X =
- W, - W, - X

In words, the ith component of AX is the dot product of the ith row of A with %.
Note that AX is a column vector with n components, that is, a vector in R".

3 fo .
: i 2 3 1-342.143.2 11
E = = .
oames 10 ][ =[] .
10 0] [x x) E
EXAMPLE 10 0 1 0 x| =|n for all vectors x5 | in B3, B
g 0 1 X3 ES L X3
Note that the product AX is defined only if the number of columns of matrix A
matches the number of cormponents of vector X
noxm mol
et
X .
nox |
‘ . 112 3
EAAMPLE Il The product AX = | s undefined, because the number of columns

P 0 -1
of matrix A fails to match the number of components of vector . L

In Definition 1.3.7, we express the product AX in terms of the rows of the matrix
A, Alternatively, the product can be expressed in terms of the columns.
Let’s take another look at Example 9:

A)?—I 2 3 :;_ 1 3421432
R T R ) T340 14+ (-2

= [}:2%[3:3*[(1‘);2} =34+ HEzIE

-

We recognize that the expression 3 {H + 1 E} + 2 {mﬂ involves the vectors

U = E} , Uy = {a , Uy = {_uﬂ,thecolumnsoffi, andthe scalars xy = 3, x, = 1,

x3 == 2, the components of X. Thus we can write
RN
AX = |1 Uy U3 X2 | =x0 + XQﬁg +)C31j3.
3

We can generalize:
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Theorem §.3.8

Preof

(ith component of AX)

FXAMPLE 12

BDefinition 1.3.9

The product AX in terms of the columns of A

If the column vectors of an n X pr matrix A are 1, ..., Uy and ¥ is a vector in R™
with components X, ..., Xm» then
L i 1
AX = 1—.31 ﬁm_ ::xuﬂ)]—i—--w%xmﬁm.
1 E Xm

As usual, we denote the rows of A by Wi, ..., W, and the entries by a;;. It suffices
to show that the i th component of AX is equal to the ith component of x; Uy + -+ +
XU, TOri = 1, ... n. Now

Wi - X = aiXy + - dim¥m
Step 1
= xy(ith component of 1) + -+ + Xm (i th component of t,)

— ith component of x;Ty + - + Xu?
P 19 + XU

Step 4
In Step | we are using Definition 1.3.7. and in Step 4 we are using the fact that vectot
addition and scalar multiplication are defined component by companent. &
1 2 3 2 1 2 3
Af= |4 5 6| !-4] =214 +(-H |5 +216
7 8 9 2 7 8 9
2 8 6 0

= | 8! — {20 + i12i = |O}.
14 32 18 0

Note that something remarkable is happening here: Although A isn’t the zero
matrix and ¥ isn’t the zero vector, the product Ax is the zero vector. (By contrast,
the product of any two nonzero scalars is nonzero.) B

The formuia for the product AX in Theorem 1.3.8 involves the CXpression x) vy +
cve b X U, Where Ur, ..., U are vectors in R”, and x1, ..., Xn are scalars. Such
expressions come up very frequently in linear algebra; they deserve a pame.

Linear combinations

A vector b in R” is called a linear combination of the vectors U1, ..., U, in B™ if
there exist scalars x1, ..., X such that

b= X}i}‘] e X U

Note that the product AX is the linear combination of the columns of A with the
components of ¥ as the coefficients:

1 1 *1
AX = {D; ... Dm : =91 4 XmUme
} ! X

Take a good look at this equation, because it is the most frequently used formula
in this text, Particularly in theoretical work, it will often be useful to write the product



Theorern {.3.10

EXAMPLE 3

A5 as the linear combination x18 + - - - + Xyt Conversely, when dealing with
a Knear combination X014 -+ - 4 XmUp, it will often be helpful to introduce the
matrix
| I 1
A= |T; ... Up and the vector =

_ l | X
and then write X101 + - - - + X Um = AX.

Next we present two rules concerning the product AX. In Chapter 2 we will see
that these rules play a central role in linear algebra. :

Algebraic rules for AX
1f A is an 11 x m matrix; £ and ¥ are vectors in R”; and k is a scalat, then
a. A(¥ +¥) = AX + Ay, and
b, A(kF) = k(AX).
We will prove the first equation, leaving the second as Exercise 43.
Denote the ith row of A by ;. Then
Step 2
(ith component of AG+9)) = - (X +73) TN XA Y
= (ith component of AX) + (ith component of AF)
= (ith component of AX + AY).

In Step 2 we are using arule for dot products stated in Theorem A.3b, in the Appendix.

el

Our new tools of matrix algebra allow us to see linear sysiems in a new light,
as iustrated in the next exampie, The definition of the product AX and the concept
of a linear combination will be particularly helpful.

Consider the linear system

3X1+ JC2=7
xl+2X2m4

with augmented matrix 31 ! 7
’ & 1 214

We can interpret the solution of this system as the intersection of two lines in the
x1xp-plane, as illustrated in Figure 2,

X2

3X}+XQE7
Y,

\

Xy 2)(23 4 b S

X X

Figure



Alternatively, we can write the system in vector form, as
3 4x| |7 3x: x) 7 3 1 _[7
[x]vi»ZxJ—LJ o I:xl Tlan) Tla) T T2 T s

. . . 7
We see that solving this system amousnts to writing the vector {

4} as a linear com-

bination of the vectors [ﬂ and B] (see Definition 1.3.9). The vector equation

el

and its solution can be represented geometrically, as shown in Figuie 3. The prob-

. . 3 1
lem amounts {0 resolving the vector 7] mto {wo vectors parallel to {J and { },

: ;

respectively, by means of a parallelogram.

Y

Flgure 3

We can go further and write the linear combination

3 i 3 1 [x ]
| I
m el e [l

so that the linear system

X) ﬁ} + X

the marrix form of the Hnear system.
Note that we started out with the augmented matrix

o= ]

and we ended up writing the system as

301 {x; . 7 ) o7
N TR

e i N s Sy it
A X b

1
2

7-} . 3 }_ X {7
= {4 takes the form L 2] LJ = L4l ,

4




We can generalize:

Theorem §.3.01  Matrix form of a linear system

We can write the linear system with augmented matrix {A | i;] in matrix form as

A% = b. =

Note that the ith component of AXY is a;(x F -+ dimxy, by Definition 1.3.7.
Thus, the ith component of the equation AX = b is

T Xy e i Xy :bi;

this is the ith equation of the system with augmented matrix {A | I;}

EXAMPLE 14 Write the system

in magrix form,

Sciution

The coefficient matrix is 4 = [

X
L 2 -3 5 7
Ax = b, or, [9 4 ——6} X2 —-1:8}.
X3

2x) — 3xp 4+ Sx3 =7
Ox; + dxy — Ox3 = 8§

-3 5

- 7 o .
9 4 WG},dndbw{8}.Themamxformls

Now that we can write a linear system as a single equation, AX = b, rather than
a list of simultaneous equations, we can think about it in new ways.

For example, if we have an equation ax = b of numbers, we can divide both
sides by a to find the solution x:

x = g =a"'b (ifa s 0).

It is natural to ask whether we can take an analogous approach in the case of the
equation AX = b, Can we “divide by A,” in some sense, and write

-

I T
== A0
A

This issue of the invertibility of 2 matrix will be one of the main themes of Chapter 2,

EXERCISES 1.3

GOAL.  Use the reduced row-echelon form of the aug-
mented matrix to find the number of solutions of a finear
system. Apply the definition of the rank of a matrix. Com-
pute the product AX in terms of the rows or the columns
of A. Represent a linear system in vector or in matrix
form.

1. The reduced row-echelon forms of the augmented
matrices of three systems are given below. How many
solutions does each system have?

1 0 210 .
a. |01 3,0 b {é ?2}
6 0 011 '
01 02
C. !
¢ 0 13
Find the rank of the matrices in Exercises 2 through 4.
P e
230 1 2y 311 1 (472 5 8
001 111 36 9



5. a. Write the system
| xt2y= Tl
35+ y=11]

in vector form.

b. Use your answer in part (a) to represent the system
geometrically. Solve the system and represent the so-
lution geometrically.

o . e T S S .

Q) Consider the vectors 1, 2, T in B2 (sketched in the
accomnpanying figure). Vectors ¥y and ¥ are paraliel.
How many solutions x, y does the system

XUy + ¥y = 13

have? Argue geometrically.

7. Consider the vectors Ty, Uy, D3 in B? shown in the ac-
companying sketch, How many solufions x, v does the
system

Xy + ¥y = T3

have? Argue geometrically.

@Consider the vectors ¥y, 03, 13, 94 in R* shown in the
accompanying sketch. Arguing geometrically, find two
solutions x, y, z of the linear system

x_ﬁ1 + yig + zU3 = V4.

How do you know that this system has in fact infinitely
many solutions?

9. Write the system
X+2y-4+3z=1

dx + 5y + b6z =4
Tx+8y+92=9

in matrix form.

Compute the dot products in Exercises 10 through 12 (if the

products are defined).
i i ) 6
0. j2|-|=2 1L {1 9 9 7] (6
3 1 6

{1 2 3 4]

Co ~I On LA

Compute the products A¥ in Exercises 13 through 15 using
paper and pencil. In each case, compute the product two
ways: in terms of the columns of A (Theorem 1.3.8) and in
terms of the rows of A (Definition 1.3.7).

~1
1 2] 107 Ao 1203
1. {3 4} [11} V14 [z 3 4] f
5
1 6
Qg.}[l 2 3 4] 7
8

Compute the products AX in Exercises 16 through 19 using
paper and pencil (if the products are defined).

G I P T

1 2], 1 -1
A8 (3 4 H 19, (=5 1 1] 12
5 6| 12 1 -5 303
N 2 3 7 5
@a.Find45+3 1
6 -7 0 —

. 1 -1 2
b. Find 9{3 4 5}.

21. Use technology to compute the product

i 7 8 9f |1
P2 9 1719
5 1 515
1 6 4 8|6

22. yConsider a linear system of three egoations with three
unknowns. We are {old that the system has a unique so-
lution. What does the reduced row-echelon form of the
coefficient matrix of this system look like? Explain your
answer.

23. Consider a linear system of four equations with three -
unknowns. We are told that the system has a unigue so-
lution, What does the reduced row-echejon form of the
coefficient matrix of this system look like? Explain your
answer.

24, Let A be a4 x 4 matrix, and let & and ¢ be two vectors in
[R*, We are told that the system AX = b has a unique so-
lution. What can you say about the number of solutions
of the system AX = ¢7



25,

26.

27,

Let A be a4 x 4 matrix, and let band? be two vectors in
R4, We are told that the system A¥ = b is inconsistent.
What can you say about the number of solutions of the
systern AX = ¢?

Let A be a4 x 3 matrix, and let band ¢ ¢ be two vectors in
R*. We are toid that the system AX = b has a unique so-
lution. What can you say about the number of solutions
of the system AX = ¢7

If the rank of a 4 x 4 matrix A is 4, what is rref(A)7?

(28 If the rank of a 5 x 3 matrix A s 3, what is mref(4)?

I

5 2
In Problems 29 through 32, let ¥ = 3| andy = |0}.
-9 1

29,

30
3L

32

33.

34,

35.

Find a diagonal matrix A such that AY = 3.
Find a mairix A of rank 1 such that A% = ¥,

Find an upper triangular matrix A such that AT = 3.
Also, it is required that all the entries of A on and above
the diagonal be nonzero.

Find a matrix A with ali nonzero entries such that
A =7,

1.et A be the n x n matrix with all 1's on the diagonal
and afl s above and below the diagonal. What is AX,
where X is a vector in R"?

We define the vectors

1 0 0
1= (0|, €={1], e=|0
0 0 1
in B3
a. For
a b ¢
A=1{d e [},
g h k

compute Ag;, Aép, and Aés.
b. If Bisann x 3 matrix with columns %1, U2, and v3,
what is Bej, Bez, Bes?

In R™, we define

1| -+ ith component.

0]

If A is an n % m matrix, what is A&;?

@ Find a 3 x 3 matrix A such that

37.

33.
44.
41.

42,

43.

0 4
Al 5
0} 6
0 7
and A |0| = |8
i G

Find all vectors ¥ such that A¥ = 1-5 where

1 20 2
A= ]0 O 1 and b= |1
0 0 0 0

®

Using technology, generate a random 3 x 3 matrix
A, (The entries may be either single-digit integers or
numbers between (0 and 1, depending on the fechnol-
ogy you are using.} Find rref(4). Repeat this exper-
irnent a few times.

b. What does the reduced row-echelon form of most
3 » 3 matrices look like? Explain.

Repeat Exercise 38 for 3 x 4 matrices.
Repeat Exercise 38 for 4 x 3 matrices.

How many solutions do most systems of three linear
equations with three unknowns have? Explain in terms
of your work in Exercise 38.

How many sofutions do most systems of three linear
equations with four unknowns have? Explain in terms
of your work in Exercise 39,

How many solutions do most systems of four linear equa-
tions with three unknowns have? Explain in terms of
your work in Exercise 40,

@Consﬁder an n x m matrix A with more rows than

45,

46.

47.

columns (r > m). Show that there is & vector b in R .
such that the systems AX = b is inconsistent,

Consider an n x m matrix A, a vector ¥ in B and a
scalar k, Show that

AT = k{AZD).

Find the rank of the matrix

a b ¢
0 d e},
6 0 f

where a, d, and f are nonzero, and b, ¢, and ¢ are arbi-
trary numbers.

A linear system of the form

-

AX =10

is called homogeneous. Justify the following facts:
a. All homogeneous systems are consistent.



48.

49,

B. A homogeneous system with fewer equations than
unknowns has infinitely many solutions.

c. Ifx; and X are solutions of the homogeneous system
AX =0, then X + x> is a solution as well,

d. If ¥ is 2 solution of the homogeneous system AX = 0
and k is an arbitrary constant, then k¥ is a solution
as well,

Consider a solution % of the lincar system A% = b.

Justify the facts stated in parts (a) and (b):

a. If Xy isasolution of the system A¥ = 0, then X} -+ %5,
is a sotution of the system AX = b.

b. If X7 is another solution of the system AX == b, then
¥z — ¥ is a solution of the system A% = (.

e. Now suppose A is a 2 x 2 matrix. A solution vector
X1 of the system AX = b is shown in the accom-
panying figure. We are told that the solutions of the
system AX = 0 form the line shown in the sketch.
Draw the line consisting of all solutions of the system
A¥ = b.

solutions of AZ =0

If you are puzzied by the generality of this problem,
think about an example first:

R N !

Consider the accompanying table. For some linear sys-
tems AX = b, you are given either the rank of the co-
efficient matrix A, or the rank of the augmented matrix
[A i b}. In each case, state whether the system could
have no solution, one solution, or infinitely many solu-
tions. There may be more than one possibility for some

- systems. Justify your answers,

.. Number of _. Number of Ran
Equations  Unknowns . of A

a. 3 4 o

b. 4 3 3 o
. 4 3 - 4
d. 3 4 3 e

50. Consider a linear system AX = b, where A is a4 x 3

-

matrix, We are told that rank [A | | = 4. How many
solutions does this system have?

51. Consider ann X m matrix A, an r * 5 matix B, and a
vector X in R, Por which values of n, m, r, s, and p is
the product

A(BX)

defined?
(/g w?x%C(msider the matrices

E—
1 0] 0 -1
A = 1 2}{ and BH[E 0}

Can you find a 2 x 2 matrix C such that
A(BXy = CX,

for all vectors ¥ in R2?

53. H A and B are two n x m matrices, is
(A 4+ BYX = AY + BX

forall ¥ in R™?

54. Consider two vectors ¥/ and T in R? that are not paral-
lel. Which vectors in B2 are linear combinations of 3
and 77 Describe the set of these vectors geometrically.
Include a sketch in your answer,

7
55, Is the vector | 8| alinear combination of
9
1 4
2 and 517
3 6
f’“‘u
{\Eﬁ\} Is the vector
ool
30
-]
38
56
62
a linear combination of
1 5 9 -2
7 6 2 -3
11, 31, 3, 417
9 2 5 7
4 8 2 9



57.

58

59

.

66,

61.

IZ as the sum of a vector on the
line y == 3x and a vector on the line y = x/2.

Express the vector

yu=x2

For which values of the constants b and ¢ is the vector

3 1T {2 [—1
b alinear combinationof {31, |6],and | ~3]|?
c 2 4 -2
57
For which values of the constants ¢ and d is z a linear
d—
1 i
. 1 2
combination of ] and 5 ?
1 4
a
For which values of the constants a, &, ¢, and d is f
d
0 1 2
0 0 0]
. . . N
a linear combination of NENE and 5|’
0 0 6
For which values of the constant ¢ is | ¢ | a linear
o2
i i
combinationof |2 and |37
4 9

62.

1

For which values of the constant ¢ is | ¢ | a linear
2
1 1
combination of | a | and | b |, where g and b are
a? be

arbitrary constants?

In Exercises 63 through 67, consider the vectors ¥ and
in the accompanying fisure.

63.
64.
65.

66,
67.
68.

69,

Give a geometrical description of the set of all vectors
of the form ¥ + ¢, where ¢ is an arbitrary real number.

Give a geometrical description of the set of all vectors
of the form ¢ + cw, where 0 < ¢ < 1.

Give a geometrical description of the set of all vectors
of the form a¥ + bi), where 0 <o < land0 < b < 1.

1 Give a geomemcai descmpuon of the set of all vectors
of the form a? + b, where a + b = 1.

Give a geometrical description of the set of all vectors of
the form v -+ b1, where 0 < g, 0 < b, anda + b < 1.

Give a geememcal éescnpnon of the set of all vectors i
in R? such that 7 - ¥ = 7 - %

Sobve the linear system

y+z-a|
X -+ z = bi,
x+y. :c!

where g, b, and ¢ are arbitrary constants.

- Let A be the n » »n matrix with s on the main diago-

nal, and 1's everywhere else. For an arbitrary vector b
in R”, soive the linear system AX = b, expressing the
components x1, ..., x, of ¥ in terms of the components
of b. (See Exercise 69 for the case n = 3.)



TRUE OR FALSE?®

Determine whether the statements that follow are true or 14. There exists a 2 x 2 matrix A such that
Jualse, and justify your answer. . . ) 5
1. There exists a 3 x 4 matrix with rank 4. A L} = L} and A [2] = {;} '
2. If Ais a3 x 4 matrix and vector ¥ is in R*, then vector
L. 2 2 2
Avisin B
15, rank 12 2 2| =2
3. Ifthe 4 x 4 mairix A has rank 4, then any linear system 2 2 2
with coefficient matrix A will have a unigue solution.
-1 13
4. There exists a system of three linear equations with three 6. 11315 B K
unknowns that has exactly three solutions. 17 19 21} . a1
5. There exists a_3 x 5 matrix A of rank 4 such that the
system AX = 0 has only the solution X = 0. . . w1 3
17. There exists a matrix 4 such that A ol = 5
7

6. If matrix A is in rref, then at least one of the enme% in

each column must be 1.
1
DA e . b : n
7. HAisan R mgtr;x and x wa vector in R", then the 18. Vector |2} is a linear combination of vectors
product Ax is a linear combination of the columns of 2
| matrix A.
8. If vector i is a linear combination of vectors © and 4 7
t, then we can write # = g -+ b for some scalars 3 and |8
a and b. 6 9
1 2 0 N
9. Matix [0 O 1] isinrref, 4 I B
50 0 19. Thesystem |4 5 6} X = |2/ isinconsistent,
‘ C 0 0 3
l? 10. A system of four linear equations in three unknowns is
always inconsistent. 20. There exists a 2 x 2 matrix A such that A E} = [ﬂ
. L a -b
11. If A is a nonzero matrix of the form [ b a} + then the 21. If A and B are any two 3 » 3 matrices of rank 2, then A
rank of A must be 2. - can be fransformed into B by means of elementary row
L1 operations.
12, rank {1 2 3| =3 22. If vector i is a linear combination of vectors ¥ and @,
1 3 6 and ¥ is a linear combination of vectors p, 4, and 7, then
o i must be & linear combination of p, g, 7, and .
. ol ) 23. A linear systerm with fewer unknowns than equations
13. The system AX = ol inconsistent for all 4 x 3 must have infinitely many solutions or none.
_ I 24. The rank of any upper triangular matrix is the number
matrices A. of nonzero entries on its diagonal.

25. Hthe system AX = bhasa unique solution, then A must
be a square matrix,

¥ We will conclude each chapter (except for Chapter 9) with some 26. If Ais any 4 x 3 matrix, then there exists a vecior bin

true-false questions, over 400 in all. We will start with a group of R* such that the system AF =  is inconsistent.

about 10 straightforward statements that refer direc efinitions . .
S etly to definitions 27. There exist scalars a and & such that matrix

and theorems given in the chapter. Then there may be some

computational exercises, and the remaining ones are more 0 1 a

conceptual, calting for independent reasoning. In some chapters, a —1 0 b

few of the problems toward the end can be quite challenging. Don’t
expect a balanced coverage of all the topics; some concepts are
better suited for this kind of questioning than others. has rank 3.

—a —b 0



28.

29.

30,

31

32.

33.

34.

35.

36.

If # and % are vectors in B%, then © must be a linear
combination of ¥ and .

[, ¥, and @ are nonzero vectors in B2, then w must be
a linear combination of i and ¥.

If # and i are vectors in B4, then the zero vector in B*
must be a linear combination of ¢ and ©.

There exists a 4 x 3 matrix A of rank 3 such that
1
A2
3

== 0.

The system AX = b is inconsistent if (and only if)
rref(A) contains a row of zeros.

If Ais a4 x 3 matrix of rank 3 and A% = A for two
vectors 7 and w in B3, then vectors T and % must be
equal, ’

has

[T

If Ais a4 x4 matrix and the system AX =

5

a unique solution, then the system A% = O has only the
solution ¥ = 0.

If vector i is a linear combination of vectors v and w,
then 1 must be a linear combination of i and ©.
1 1 0 2
HA= | ¢ w]andmef{d) =10 1 31|,then
J 6 0 9

the equation @ = 2i + 37 must hold.

37.

38.
;9.
40.
41.
42,
43.
44.

45.

If A and B are matrices of the same size, then the formula
rank{A + B) = rank{4)} + rank{B} must hold.

If A and B are any two a1 x # matrices of rank n, then A
can be transformed into B by means of elementary row
operations.

If a vector § in R is a linear combination of ii and ),
and if A is a 5 % 4 matrix, then AY must be a lincar
combination of Ai and At.

H matrix E is in reduced row-echelon form, and if we
omit a row of E, then the remaining matrix must be in
reduced row-echelon form as weli.

The linear systern AX = b is consistent if (and only if}
rank(A) = rank [A | b].

If Ais a3 x4 matrix of rank 3, then the system
1

21 must have infinitely many solations.

3

AX =

If two matrices A4 and B have the samé_’reéuced row-
echelon form, then the equations AX = Oand B = 0
must have the same solutions.

If matrix £ is in reduced row-echelon form. and if we
omif a colusn of E, then the remaining matrix must be
in reduced row-echelon form as well.

If A and B are two 2 % 2 matrices such that the equa-
tions AX = 0 and BX = (} have the same solutions, then
rref( A} must be equal to rref(B).



