Multivariable Calculus

14.6: Directional Derivatives and the Gradient Vector
Reading guide
· Read the attached three pages on the directional derivative and gradient.  
· The good news is that this is less dependent upon limits than Stewart and has a more geometric feel.  

· The bad news is that it requires careful reading and works entirely with a function 
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 rather than, like Stewart, separating the 2D case from the 3D.

· Notation: The gradient of a function f  is sometimes written as 
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 and sometimes written with the symbol “del” or “nabla”
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 (an upside down delta).  That is, 
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· The vector 
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 used in this section is a special kind of vector.  What do we call it and how do we calculate them (a review question).
· Basic questions to test your comprehension

· The text shows that 
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, where u is a unit vector.  Why does this express the directional derivative in the direction of u as the scalar projection of the gradient vector u?
· If 
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, what is 
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